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As Trivers (1985) noted in the preface to his book on social evo-
lution, everybody has a social life: “Life is intrinsically social and 
it evolves through a process of  natural selection which is itself  
social…social evolution refers not only to the evolution of  social 
relationships between individuals but also to deeper themes of  bio-
logical organization stretching from gene to community.” Typically 
the study of  social behavior and evolution has focused more on the 
characteristics of  the socializing individuals rather than the social 
interactions themselves until recently. It is increasingly being recog-
nized that understanding the processes that lead to the emergence 
of  sociality and other higher order levels of  organization requires 
an understanding of  the social interactions themselves (e.g., Székely 
et al. 2010; McDonald et al. 2013): It is not necessarily the size of  
the group that matters but who is in the group and how you inter-
act with them that counts.

Taking a social networks analysis (SNA) approach to study-
ing the behavior of  social organisms has many benefits, not least 
because it allows us to shift the emphasis away from variation 
in behavior among individuals to how interactions among these 
individuals shapes variation that natural selection acts on (Fewell 
2003; Royle et al. 2012). However, despite the benefits, applying 
networks’ approaches to problems in behavioral ecology are not 
as widespread as perhaps might be expected. This seems sur-
prising given the availability of  some excellent books (e.g., Croft 
et  al. 2008) and review articles (e.g., Wey et  al. 2008; Sih et  al. 
2009) that provide clear introductions to SNA and explanations 
of  the potential for new insights to existing problems across a 
range of  topics in behavioral and evolutionary ecology.

One reason for this may be the lack of, or lack of  awareness of, 
the statistical tools needed to be able to test hypotheses. This is the 
central premise of  the review by Pinter-Wollman et al. (2013). The 
statistical problems associated with analyzing networks data are 
not inconsiderable, and this has, to some extent, limited the scope 
for using SNA to test relevant ecological and evolutionary hypoth-
eses. As a result, most studies using SNA are largely descriptive in 
approach. One of  the main messages of  this new review is there-
fore that we need to get beyond the descriptive and use SNA to 
answer functional questions about sociality. In order to facilitate 
this, Pinter-Wollman et al. (2013) provide an excellent users guide 

to some recent advances in statistical techniques and more impor-
tantly the available software for running the analyses. In addition, 
they identify some of  the more pressing conceptual challenges 
involved in applying SNA approaches to problems in behavior, ecol-
ogy, and evolution and suggest effective ways to reenergize the field 
(e.g., sharing of  databases via digital repositories such as Dryad).

Although the potential wider utility of  some of  the proposed 
approaches is not yet clear (e.g., the applicability of  motif  structure 
analyses beyond that of  studying dominance interactions), without 
applying these approaches to data to test specific hypotheses we will 
not know how useful they are. Although the initial effort to get to 
grips with utilizing SNA to answer questions in behavioral ecol-
ogy is not inconsiderable, this present review, in conjunction with 
introductory texts (e.g., Croft et  al. 2008) and key review articles 
(e.g., Wey et al. 2008; Sih et al. 2009), provides an ideal springboard 
from which to leap. Hopefully, this new review will provide the 
appropriate encouragement for behavioral ecologists to use SNA to 
test hypotheses concerning social evolution and not just use it for 
describing social structure or, for that matter, writing more reviews 
(although obviously there is nothing wrong with either descriptive 
studies or reviews per se!). The rewards for doing so are likely to be 
high; SNA provides a rapidly improving toolbox for unlocking the 
complexities of  social behaviors that can help us understand not 
just how we have a social life but why.
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The behavioral ecologist’s essential social 
networks cookbook—comment on Pinter-
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Research Unit, School of Biology, University of St. Andrews, St. 
Andrews, KY16 9TS, UK

In recent years cross-fertilization with network theory has been one 
of  the more exciting developments in the study of  animal behav-
ior. Pinter-Wollman et al. (2013) provide a comprehensive overview 
of  where the study of  animal social networks might go in coming 
years. Theirs is a timely and helpful collection of  methods for any-
one looking to push this interdisciplinary area forward. Our com-
mentary expands on an area only briefly alluded to in the main 
review with a view to increasing the breadth of  coverage; we then 
discuss how uncertainty in measuring social networks might lead to 
caution in adopting new methods.

Networks and the Diffusion  
of Behavior

Pinter-Wollman et  al. (2013) mention the link between social net-
works and the spread of  behavior or information. This application 
of  network analysis is termed “social influence theory” in social sci-
ences, where it has been a major topic for some time (e.g., Robins 
et  al., 2001; Shoham et  al., 2012). In animal behavior, related 
methods have been developed to integrate data on the spread of  
behavior or knowledge through social networks. Collectively termed 
“Network-based Diffusion Analysis”, this is a set of  techniques 
that fit data on the time or order of  acquisition of  the behavior 
in questions to an adapted Cox proportional hazards model (Franz 
and Nunn, 2009; Hoppitt et  al., 2010). The model is adapted to 
include a parameter by which the summed strength of  association 
between a given individual and other individuals that have already 
acquired the knowledge or behavior modifies the rate of  acquisition 
(in conventional Cox terms, the “hazard rate”) of  that individual. 
The models can work with precise time-of-acquisition data, discrete 
time-of-acquisition data (e.g., the sampling period an animal was 
first seen performing the behavior of  interest) or simply the order 
of  acquisition (i.e., individual B was first observed, then A, then 
C) and can include individual and time-varying factors that might 
influence underlying learning rates. These methods have already 
proved valuable in several contexts (Kendal et  al., 2010; Aplin 
et al., 2012; Atton et al., 2012; Allen et al., 2013).

Analyzing Social Networks in Noisy 
Biological Systems

Just as with all biological data, measuring social networks is rife with 
uncertainty (Lusseau et al., 2008). Much network theory has origi-
nated in fields—computer science for example—that do not always 

have to deal with the kind of  noise that characterizes biological sys-
tems. As a result, caution is advisable in adopting these methods. 
Does our knowledge of  the study system meet the requirements of  
these techniques? Are we really as omniscient as a computer net-
work administrator in how we can characterize the networks we are 
studying? How sensitive are these methods to measurement error 
or bias in the underlying behavioral data? Such questions outline 
the basis both for caution and opportunity for statistically minded 
behavioral ecologists to make a contribution that might end up hav-
ing implications beyond our own field.

Pinter-Wollman et  al. (2013) show their awareness of  these 
points in their critique of  existing methods for quantifying associa-
tions based on spatial and temporal co-ordination. However, ana-
lytical methods with assumptions that are explicit and have been 
validated are not inherently weaker than more complex methods 
that carry fewer assumptions. The relationship between spatial 
ecology and social structure is complex. It is difficult to envisage a 
situation where social structure would ever exist independently of  
spatial ecology—the former evolves within the constraints of  the 
latter—so in the absence of  observing directed behavioral inter-
actions, the “gambit of  the group” should not be seen as inher-
ently faulty if  its assumptions can be justified. Although existing 
approaches have their limits, it is perhaps easy to be overcritical 
when, as Pinter-Wollman et al. acknowledge, “a general procedure 
that incorporates spatial and temporal variability in space use at the 
population level has not yet emerged.” That particular cake has yet 
to rise, and biologists who think hard about the limitations of  their 
data and collection protocols are unlikely to wait while it does.

More generally, when methods are introduced from other fields, 
it is still vital to keep in mind that every analysis will bring with it 
some kind of  assumptions. Just because we can run an analysis does 
not necessarily mean we can interpret it correctly. Matthiopoulos and 
Aarts (2010) have expressed the dilemma of  practitioners faced with 
new methods as “retrain or delegate,” but an alternative in this case 
is “collaborate.” We feel that the most exciting advances are likely 
to be made in collaborations between experts who work directly on 
these analytical methods and experts who have a deep understanding 
of  their study system and the limits of  the data they are collecting. 
Naïveté in either of  these areas is likely to lead to problems.

Lest we be misinterpreted as overly negative however, it is clear 
that Pinter-Wollman et  al. (2013) have done us a great service in 
collating a wide and exceptionally up-to-date overview and opening 
doors to a powerful set of  new methods by creating an accessible 
cookbook of  statistical recipes. Advances in social network analysis, 
like the ones described and envisioned, have an enormous potential 
to extract maximum information from long-term studies and at the 
same time powerfully illustrate the inherent value of  those studies. 
The cake has every chance of  being delicious.
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Dynamic feedbacks on dynamic networks: 
on the importance of  considering real-time 
rewiring—comment on Pinter-Wollman et al.

Andrew Sih and Tina W. Wey
Department of Environmental Science & Policy, One Shields 
Avenue, University of California at Davis, Davis, CA 95616, USA

Pinter-Wollman et al. (2013) highlight modern issues and advances 
in the study of  animal social networks (SNs). We particularly appre-
ciate their tips on useful, accessible software that can help SN prac-
titioners incorporate the new advances into their own analyses. Our 
comment jumps off from the title of  their paper, “the dynamics of  
animal social networks.” We highlight some critical issues about 
temporal network dynamics that deserve more attention.

What do we mean by dynamics of SNs?

We first suggest that clarifying the meaning of  “SN dynamics” will 
help organize our conceptual approaches. Blonder et al. (2012) note 
that this terminology can refer to two distinct types of  phenomena: 
flow processes that occur within a particular network structure ver-
sus changes in the topology of  the network itself, that is, dynamics on 
the network and dynamics of the network, respectively. Understanding 
dynamics of  flow on or through the network focuses on how 

information, disease, resources, contacts, and so on move from indi-
vidual to individual through their network contacts. In contrast, 
understanding changes in the network itself  focuses on factors that 
influence how, why, or when links between individuals get stronger 
or weaker—why an existing social link might be broken, and why a 
new one might form. Most interesting is the possibility that these two 
types of  SN dynamics might often be linked via reciprocal feedbacks 
on similar timescales. This yields the potential for dynamic feedbacks 
with complex outcomes (Sih et al. 2009; Blonder et al. 2012).

Dynamics feedbacks

Many studies implicitly assume that social network structure (SNS) 
affects flow of  or access to an entity (e.g., information or disease) 
through a network, at both the individual and group levels (Newman 
2003; Wey et al. 2008). When that entity affects the individual’s state 
(e.g., energy reserves, information state, and disease state), and its 
state affects fitness, then an individual’s SN position and the group’s 
SNS influence individual and group fitness. At the same time, indi-
vidual traits (e.g., age, sex, condition, or behavioral type) are expected 
to influence its SN position and the outcomes of  this position (Croft 
et  al. 2009; Godfrey et  al. 2012). Importantly, as Pinter-Wollman 
et  al. (2013) note, “Animals may modify their social interactions in 
response to changes in external conditions… potentially altering their 
own social network structure and dynamics.” We focus on this excit-
ing idea—that individuals not only can but should change their SNS 
in response to that very SNS, thus creating feedbacks. For example, 
if  an individual changes its social behavior in response to getting sick 
or learning new information (a reasonable scenario), then it changes 
its potential for spreading the disease or information. A key point is 
whether these feedbacks are negative or positive. If  individuals that 
get sick (or learn something new) tend to become less active or avoid 
social interactions, this is a negative feedback that clearly should 
reduce further spread. If, however, individuals that get infected with 
illness or knowledge tend to become more socially active (form new 
and/or stronger network links), then this positive feedback loop 
should clearly enhance spread. That there should be network “rewir-
ing” with ongoing feedbacks in response to change (Flack et al. 2006) 
is an obvious point but surprisingly understudied.

Theory that incorporates dynamic network feedbacks should bet-
ter match processes in real systems, thus providing more accurate 
and realistic insights than approaches that ignore feedbacks. Relevant 
dynamic phenomena that should benefit from this include the 
1)  development of  SNS, including the substructuring or divergence 
of  networks into separate communities (Newman 2003); 2) the stabil-
ity of  SNS (e.g., effects of  perturbations on changes or not in SNS), 
including the possibility of  alternative stable SNS; 3) nonlinear shifts 
in flow processes (e.g., epidemiological thresholds); and 4)  effects of  
these complex dynamics on the fitness of  individuals with different 
traits and SN positions, and on group fitness, especially where mixes 
of  individuals may lead to emergent network phenomena.

Time-ordered networks

To study network dynamics, both how flow on the network results 
in changes in the SNS and how those changes feedback to influence 
subsequent flow, it is critical to pay close attention to the shifting tem-
poral pattern of  interactions. The common method of  aggregating 
interactions across time to form a snapshot representing a static SN 
can be quite misleading. For example, the transmission of  disease 
from A to B to C (and so on) depends not just on whether or not the 
3 individuals interacted, but on whether A interacted with B before 
as opposed to after A got sick. If  illness has time lags (e.g., individuals 

258

 at U
niversity of C

alifornia, San D
iego on M

arch 11, 2014
http://beheco.oxfordjournals.org/

D
ow

nloaded from
 

mailto:ler4@st-andrews.ac.uk
http://beheco.oxfordjournals.org/
http://beheco.oxfordjournals.org/


Invited Commentaries

are often infective only during a particular period after interacting 
with an infected partner), the temporal details of  the interactions 
clearly matter. Pinter-Wollman et  al. (2013) discuss key issues and 
some recent advances in quantifying and analyzing time-ordered 
networks. Blonder et  al. (2012) provide further detailed discussion 
of  parallel recent advances in other fields. Overall, further study of  
SN dynamics with feedbacks strikes us as one of  the most impor-
tant future directions for this field. As detailed, time-ordered data and 
computational ability become less limiting, studying these feedbacks 
on continuous networks should provide novel understanding of  feed-
backs on relevant timescales of  great interest to behavioral ecologists.
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state and direction of  the field. The computationally intense nature of  
the questions asked require good tools to attack them, and both Pinter-
Wollman et al. (2013) and Whitehead (2008) give some excellent sign-
posts for available software. We should perhaps remember during this 
gold-rush period that many of  these tools are designed for use in other 
disciplines and aren’t necessarily designed to address the exact ques-
tions posed within the field. There is nothing wrong with embracing 
ideas from other disciplines, but attention should be paid to making 
sure that the logic behind the assumptions made is appropriate to the 
sorts of  questions being asked within behavioral ecology.

Understanding how groups and societies form, behave, and are 
shaped by evolutionary processes are difficult problems and are 
made more difficult by the potential need to consider the actions 
of  multiple individuals at the same moments in time. Much field 
behavioral ecology is limited by the degree of  attention an observer 
can give to observing and recording interactions between individ-
uals, and this may have consequences for how useful these tech-
niques are within some species. Here, I  touch on 2 problems that 
we should be mindful of  when we intend to use social analysis tools.

The Relationships Between Individuals Can 
Change Over Time

It is likely that a typical behavioral dataset will consist of  a relatively 
sparse set of  observations of  dyadic interactions, taken over a long 
period of  time. Given datasets like this, it is tempting to look at the 
full set of  interactions presented and attempt to identify a static pic-
ture of  the composition of  the group. However, both the observed 
individuals and the groups that they form are dynamic entities, and 
it is possible that their structure and behavior are changing over the 
course of  the observations.

For example, if  we take a state-dependent perspective of  how the 
behavior of  an individual is influenced by (and has impact on) factors 
such as its own physiology and the external environment (Houston 
and McNamara 1999), we could demonstrate that the optimal behav-
ior of  individual could potentially change rapidly in response to 
changes in external factors. These could include changes in response 
to altered behavior of  other members of  the group, which again 
could be caused by multiple factors. The influence of  group mem-
bers on each other may therefore be extremely labile and may change 
too rapidly to be detectable by the methodology used to collect social 
data. For example, in groups where decision making is related to phys-
iological state rather than (or in complement to) dominance (Rands 
et  al. 2008; Rands 2011), certain individuals may become tempo-
rary “leaders” for short periods of  time simply due to their energetic 
requirements (see Fischhoff et al. 2007 for an example of  this occur-
ring in lactating zebra). Here, “leadership” is a short-term role and is 
maintained only as long as the physiological state of  a key individual 
is at an appropriate level. This suggests that any analysis conducted of  
social structure should be mindful of  structural changes that may be 
occurring within the timeframe being observed. This adds an extra 
layer of  complexity to the understanding of  the dynamic changes in 
the network described by Pinter-Wollman et al. (2013).

Passive Observations and Experimental 
Perturbations

Social network analysis can give us many useful insights into how 
individuals interact and has implications for our understanding 
of  many aspects of  behavioral ecology (Sih et al. 2009). Although 
they give a new means of  exploring the structure of  interactions 
within groups and societies, we must remember that these tech-
niques should not be used in isolation from other techniques within 

We must consider dynamic changes in 
behavior in social networks and conduct 
manipulations: comment on Pinter-
Wollman et al.

Sean A. Rands
School of Biological Sciences, University of Bristol, Woodland Road, 
Bristol BS8 1UG, UK

Discovering a new set of  relevant tools and concepts always brings 
excitement and discovery to a field, and the recognition of  network 
theory and social analysis techniques by ecologists (not just behavioral 
ecologists—there have been similar flurries of  activity in other allied 
fields in ecological and evolutionary biology, as detailed by Proulx et al. 
2005) has led to an explosion of  both empirical and theoretical activity. 
Pinter-Wollman et al. (2013) give an excellent snapshot of  the current 
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our arsenal. Much social network analysis is essentially passive and 
aims to make predictions about the structure of  a group based on 
a series of  observations, where some analytical hypothesis-testing is 
possible through techniques such as knockouts of  behavioral inter-
actions (as detailed by Pinter-Wollman et  al. 2013). We must not 
forget that if  we do not conduct any experimental manipulations 
on the groups being observed, then we will be unable to expose 
any hypotheses we form about social structure to the scrutiny pos-
sible with a well-controlled experiment. Only when we are able to 
compare the structure of  a series of  experimentally manipulated 
groups with a series of  valid controls can we truly embrace these 
techniques within the framework of  behavioral ecology.
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The positive commentaries to our review paper on the advances 
in social network analysis raise a number of  important points that 
merit summation and elaboration: 1)  The problems that uncer-
tainty and imperfect sampling create for understanding social net-
work structures and the advantages of  experimental manipulation; 
2) The need for careful and judicious application of  new statistical 
methods; 3) The importance of  incorporating temporal dynamics; 
and 4) The potential benefits of  collaboration.

Uncertainty, Imperfect Sampling, and Value of 
Experiments

Rendell and Gero (2013) raise a key point that our understanding 
of  animal social networks is largely based on imperfect sampling of  
associations and interactions. Therefore, we must be careful in how 
we apply methods from other fields, such as computer science and 
physics, which are able to obtain complete sampling of  the networks 
they study. New technologies such as automated tracking systems and 
proximity data loggers (Mersch et al. 2013; Strandburg-Peshkin et al. 
2013) as well as the promise of  “reality mining” (Krause et al., 2013) 
have the potential to close this sampling gap, should it exist, but until 
then, we must account for imperfect sampling in statistical analyses.

In some cases, however, behavioral ecologists do possess full knowl-
edge of  animal social networks. For example, the full network is often 
known in closed experimental settings for which all individuals may be 
adequately monitored over time by use of  tracking or video technolo-
gies. Experiments in captive or seminatural settings are particularly 
amenable to such advantages. In this regard, we agree with commenta-
tor Rands (2013) who calls for a move from passive observation-based 
studies to more actively manipulated experimental designs. Although 
experimental manipulation is not feasible in some cases, it is a powerful 
method for testing hypotheses about the underlying causes of  social 
dynamics, selection pressures, and evolutionary processes.

Notably, studies on nonhuman animals benefit from the rich history 
of  sampling techniques established by behavioral ecologists to quantify 
the behaviors of  animals. Ties in animal social networks benefit from 
an objectivity that is more challenging to achieve in the social sciences. 
Studies on network ties among humans are often based on surveys or 
self-reported data that vary in their degree of  reliability. Thus, behav-
ioral ecologists studying nonhuman animals are able to capitalize on 
a rich tool kit for quantifying natural variation in key variables such 
cooperative acts, disease prevalence, and information flow.

Application of New Statistical Methods

Both Royal (2013) and Rands (2013) reiterate one of  the main points 
of  our review—the need to move beyond utilizing social network anal-
ysis for describing social structures to testing hypotheses, using appro-
priate statistical tools. By aggregating a set of  analytical tools (Table 1 
in Pinter-Wollman et al. 2013), our goal is to facilitate this move from 
description to testing ecological and evolutionary relevant hypotheses.

These statistical tools are especially important when attempting 
to elucidate the effects of  the environment and of  intra- and inter-
specific interactions on social patterns. As we move toward the next 
phase of  using social network analysis to study behavioral ecology, it is 
critical to forge approaches and applications that are structured by the 
idiosyncrasies of  natural systems. Indeed, we fully agree with Rendell 
and Gero (2013) that approaches developed in other fields should not 
be blindly applied to our complex systems. Instead, the goal of  our 

Response to comments on the dynamics 
of  network dynamics
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Andrew J. Edelman,d Daizaburo Shizuka,e,f Shermin de Silva,g 
James S. Waters,h Steven D. Prager,i Takao Sasaki,h George 
Wittemyer,g Jennifer Fewell,h and David B. McDonaldj 
aBioCircuits Institute, University of California San Diego, 9500 
Gilman Drive, La Jolla, CA 92093-0328, USA, bDepartment of 
Biology, New Mexico State University, PO Box 30001, MSC 
3AF, Las Cruces, NM 88003, USA, cDepartment of Biology, Mills 
College, 5000 MacArthur Boulevard, Oakland, CA 94613, USA, 
dDepartment of Biology, University of West Georgia, 1601 Maple 
Street, Carrollton, GA 30118, USA, eDepartment of Ecology and 
Evolution, University of Chicago, 1101 East 57th Street, Chicago, IL 
60637, USA, fSchool of Biological Sciences, University of Nebraska–
Lincoln, 1400 R Street, Lincoln, NE 68588, USA, gDepartment of 
Fish, Wildlife, and Conservation Biology, Colorado State University, 
1474 Campus Delivery, Fort Collins, CO 80523, USA, hSchool of 
Life Sciences, Arizona State University, PO Box 874601, Tempe, 
AZ 85287-4601, USA, iDepartment of Geography, University of 
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review is to help behavioral ecologists identify, modify, and develop 
approaches that are important for moving forward the application of  
social network analysis to the study of  animal social behavior.

A key point brought forward by Rendell and Gero (2013) is the 
importance of  recognizing, defining, and testing the assumptions 
underlying network analysis and its interpretations. In many cases, 
we assume our sampling is not influenced by population structure, 
spatial dynamics, or temporal dynamics during the study period. 
Selecting null hypotheses that ignore underlying structure (spatial 
or behavioral) that limits or facilitates random interactions, or mis-
appropriate the scale of  analysis relative to temporal dynamics, can 
lead to erroneous conclusions. A  recently developed R package, 
asnipe, (Farine 2013) now provides a useful tool for incorporating 
time and space in permutation analyses of  networks, producing 
biologically meaningful null hypotheses. Understanding one’s study 
species, particularly its natural history and ecological interactions, 
is critical for formulating questions, developing powerful research 
designs and appropriately structuring analyses.

Temporal Dynamics

Three of  the 4 responses to our paper highlight the importance of  
temporal dynamics when analyzing social networks and point out 
further aspects to consider.

Sih and Wey (2013) highlight the important distinction between 
the dynamics of  processes that flow on an existing interaction net-
work and processes that change the network structure, which they 
succinctly summarize as dynamics on the network versus dynamics 
of  the network. They further elaborate on the positive and nega-
tive feedbacks between network structure and the information that 
travels on it. We would like to echo their insightful call for integrat-
ing these feedbacks in both theoretical and empirical studies of  ani-
mal social dynamics. Along with the time-ordered analysis method 
both we and Sih and Wey (2013) discuss, recent advances in ani-
mal tracking (Krause et al. 2013; Mersch et al. 2013; Strandburg-
Peshkin et al. 2013) will provide the data needed for examining the 
complex relationship between network structure and function.

Rendell and Gero (2013) further emphasize the importance of  
examining processes that occur on networks, such as information 
flow, and provide quantitative tools for studying these dynamics. 
We recognize that our review of  tools to study network dynam-
ics focused on changes to the structure of  the network and are 
delighted with the additional analysis tools provided by Rendell and 
Gero (2013) for studying the dynamics of  processes that diffuse on 
the network. Understanding such dynamics is crucial for the study 
of  communication, disease spread, collective decision making, estab-
lishment of  dominance hierarchies, and many other social processes.

However, it is worth noting that not all changes to an individual’s 
behavior results from information flow on the network. Borgatti 
and Halgin (2011) discuss the possibility that individuals that are 
not connected with one another, but whose networks are similarly 
structured, will exhibit the same behavior not because they influ-
ence one another but because the structure of  their connections 
has the same affect on them (i.e., bond models). Thus, structural 
changes could affect the behavior of  individuals without affecting 
the flow of  information on the network. Animal societies with long-
term stable relations may be best analyzed using a structural (bond 
model) approach rather than a flow approach.

Rands (2013) thoughtfully raises the potential problem that rela-
tionships among individuals may change between observations. 
This returns to the idea we focus on in our review of  changes to 
network structure over time. We believe that time-ordered analysis, 
which examines the dynamics of  networks not by creating snapshots 

or aggregating data but by stringing the observed interactions in a 
sequential manner, addresses the concerns of  changes to relation-
ships between observations. In addition to potential social changes 
that may happen between observations, we would like to highlight 
the environmental changes that can occur between observations, 
further obviating the importance of  considering the complex inter-
action between time and space on social network structure.

Collaborations

Finally, we reiterate the observation of  Rendell and Gero (2013) 
that “the most exciting advances are likely to be made in col-
laborations between experts who work directly on these analyti-
cal methods and experts who have a deep understanding of  their 
study system.” Interdisciplinary partnerships between behavioral 
ecologists and computational biologists, mathematicians, or com-
puter scientists have the potential to be fruitful, as long as new 
approaches are firmly grounded in biological relevancy. In addition 
to such collaborative undertakings on single systems, we hope our 
review will facilitate broader comparative work both by pushing our 
field toward greater standardization of  data collection (as required 
by many of  the approaches reviewed) and by inspiring data reposi-
tion and sharing. Such endeavors can facilitate future examination 
of  network data using new statistical tools as they evolve as well as 
collaborative macro ecological/evolutionary studies that may offer 
the power to resolve some of  the more intractable questions about 
drivers of  various social properties. We hope our discussion here 
will facilitate and encourage future interdisciplinary collaborations 
and look forward to seeing the fruits of  such synergistic activities.

Address correspondence to N.  Pinter-Wollman. E-mail: nmpinter@
ucsd.edu.

Received 5 January 2014; accepted 7 January 2014; Advance Access 
publication 23 January 2014

doi:10.1093/beheco/aru004

Forum editor: Sue Healy

References
Borgatti SP, Halgin DS. 2011. On network theory. Organ Sci. 

22:1168–1181.
Farine DR. 2013. Animal social network inference and permutations 

for ecologists in R using asnipe. Methods Ecol Evol. 4:1187–1194.
Krause J, Krause S, Arlinghaus R, Psorakis I, Roberts S, Rutz C. 2013. 

Reality mining of animal social systems. Trends Ecol Evol. 28:541–551.
Mersch DP, Crespi A, Keller L. 2013. Tracking individuals shows spa-

tial fidelity is a key regulator of ant social organization. Science. 
340:1090–1093.

Pinter-Wollman N, Hobson EA, Smith JE, Edelman AJ, Shizuka D, 
de Silva S, Waters JS, Prager SD, Sasaki T, Wittemyer G, et al. The 
dynamics of animal social networks: analytical, conceptual, and the-
oretical advances. Behav Ecol. 25:242–255.

Rands SA. 2013. We must consider dynamic changes in behavior in 
social networks, and conduct manipulations: comment on Pinter-
Wollman et al. Behav Ecol. 25:259–260.

Rendell L, Gero S. 2013. The behavioral ecologist’s essential social 
networks cookbook - comment on Pinter-Wollman et al. Behav 
Ecol. 25:257–258.

Royle NJ. 2013. Everybody has a social life. Can social network analysis 
help us understand why not just how? Behav Ecol. 25:256–257.

Sih A, Wey TW. 2013. Dynamic feedbacks on dynamic networks: on the 
importance of considering realtime rewiring - comment on Pinter 
Wollman et al. Behav Ecol. 25:258–259.

Strandburg-Peshkin A, Twomey CR, Bode NW, Kao AB, Katz Y, 
Ioannou CC, Rosenthal SB, Torney CJ, Wu HS, Levin SA, et  al. 
2013. Visual sensory networks and effective information transfer in 
animal groups. Curr Biol. 23:R709–R711.

261

 at U
niversity of C

alifornia, San D
iego on M

arch 11, 2014
http://beheco.oxfordjournals.org/

D
ow

nloaded from
 

mailto:nmpinter@ucsd.edu?subject=
mailto:nmpinter@ucsd.edu?subject=
http://beheco.oxfordjournals.org/
http://beheco.oxfordjournals.org/

